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Abstract

We present two algorithms for learning large-scale gene regulatory networks from microarray data: a modified information-theory-based Bayesian network algorithm and a modified association rule algorithm. Simulation-based evaluation using six datasets indicated that both algorithms outperformed their unmodified counterparts, especially when analyzing large numbers of genes. Both algorithms learned about 20% (50% if directionality and relation type were not considered) of the relations in the actual models. In our empirical evaluation based on two real datasets, domain experts evaluated subsets of learned relations with high confidence and identified 20–30% to be “interesting” or “maybe interesting” as potential experiment hypotheses.
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1. Introduction

Recent advances in microarray technologies have made it possible to routinely measure the expression levels of tens or even hundreds of thousands of genes simultaneously. Such high-throughput experimental data have initiated much recent research on large-scale gene expression data analysis. Various data mining techniques (e.g., clustering and classification) have been employed to uncover the biological functions of genes from microarray data [2,18,20]. Recently, these techniques have included a reverse engineering approach to extracting gene regulatory networks from microarray data in order to reveal the structure of the transcriptional gene regulation processes.

The general purpose of gene regulatory network analysis is to extract pronounced gene regulatory features (e.g., activation and inhibition) by examining gene expression patterns. Changes of expression levels of genes across different samples provide information that allows reverse engineering techniques to construct the network of regulatory relations among those genes. Many studies have shown that these learned networks have the potential to help researchers propose and evaluate new hypotheses in basic research of genetic regulatory process [17,19,40]. Such data-driven
regulatory network analysis would eventually lead to better understanding of the complex genetic regulatory process, which has important implications in the pharmaceutical industry and many other biomedical fields.

Many components in regulatory networks are involved in pathological processes such as diabetes and cancer [35]. Dissection of regulatory networks provides a better understanding of the mechanism of these diseases and will help in the development of diagnosis methods, selection of gene therapy candidates, and elucidation of drug targets. For instance, the strategy for new cancer drug searching has shifted from finding chemicals that kill tumor cells towards identifying molecular targets that underlie cell transformation [54]. The latter approach relies on deeper mechanistic understanding of the regulatory processes and holds promise to discover more effective and safer drugs.

Gene regulatory network analysis, although not directly helping researchers in identifying molecular markers for disease diagnosis and providing drug target, provides new insights and hypotheses in basic genetic research to understand the mechanism of gene regulation pathways and ultimately achieve a holistic understanding of the genetic regulatory process, which provides the foundation for applications in genetic disease diagnosis and drug design.

Previous studies have proposed various network learning approaches: pair-wise comparison [3,10], differential equation estimation [58], and Bayesian network learning [19,38], among others. A common problem has been that only a relatively small number of genes were included into the network. This was mainly due to the inherent dimensionality problem in microarray data, which usually contain insufficient sample measurements of a large number of genes to capture the complex interactions of the biological systems. On the other hand, knowledge of the overall structures of the gene network has been acknowledged to be invaluable for a complete mechanistic understanding of the complex roles of individual genes and their interactions [33]. Many recent studies have been targeted at deriving the large-scale or even complete gene networks using heterogeneous functional genomics data, including protein direct physical interaction data (such as yeast two-hybrid assays) [26], gene synthetic lethal screens [51], biomedical literature text [28], and functional linkages derived from comparative genomics methods [42] as well as gene expression data [7,25,50]. Along with these recent developments and computational needs, scalable techniques need to be developed to derive gene regulatory networks that include large numbers of genes from the gene expression data.

In this paper, we present two scalable gene regulatory network learning algorithms: a modified information-theory-based Bayesian network algorithm and a modified association rule mining algorithm. The high dimensionality nature and limited sample size of the currently available gene expression data make large-scale regulatory network learning from such data a difficult problem both theoretically and computationally. Both algorithms presented in this paper are heuristic in nature. In these algorithms we intend to construct a rough causal network from the small-sample-size data for a relatively large number of variables, as opposed to the formal graphical model that describes the exact statistical dependency relationships among the set of variables as in typical Bayesian network or probabilistic graphic model literature [22,41]. For the modified Bayesian network algorithm we have relaxed certain theoretical restrictions to make possible efficient learning of large-scale graphical models from high-dimensional small-sample-size data. The modified association rule mining algorithm identifies individual genetic regulatory relationships without an overall assessment of all the derived relationships as a network. Both algorithms are limited and the learned networks are not guaranteed to be the correct underlying graphical model. However, both algorithms can utilize the limited data to derive genetic networks involving large numbers of genes efficiently. Our hope is that the resulting rough genetic regulatory networks can still reveal the overall structure of the underlying regulatory networks and identify interesting relationships to assist biomedical researchers in more effective utilization of the available microarray data for potential valuable insights and findings. In order to empirically assess the performances of the proposed algorithms, we conducted simulation-based evaluation and empirical evaluation studies using a real human gene expression dataset. We present the technical details of the two modified algorithms and the evaluation results in this paper.

The remainder of the paper is organized as follows. Section 2 reviews the literature on existing approaches to gene regulatory network learning and their limitations. Section 3 addresses representation and modeling issues for learning the gene networks from microarray data. We present in Section 4 the algorithmic details of the modified information-theory-based Bayesian network learning algorithm and the modified association rule mining algorithm. Section 5 presents the simulation-based and empirical evaluation studies. We conclude the paper in Section 6 by summarizing contributions and future directions.
2. Literature review

Gene regulatory network analysis is aimed at identifying regulatory relationships among large numbers of genes that form a network representation of the underlying regulatory processes. In such analysis, gene interactions are viewed as signaling processes that form a complex feedback network. Information for the construction and maintenance of this signaling system is stored in the genome. The DNA sequence codes for the structure and molecular dynamics of RNA and proteins in turn determine biochemical recognition of the signaling processes. The regulatory molecules that control the expression of genes are themselves products of other genes [34]. Thus, genes turn each other on and off within a proximal genetic network of transcriptional regulators [46] that provides a partial picture of the complex biological processes. Many other factors (e.g., proteins and metabolites) that also play important roles in this signaling system are largely hidden from observation. However, a genetic network that summarizes the aggregated effects reflected in gene expression patterns still reveals valuable information about the underlying processes.

One traditional approach to identifying gene regulatory relationships is the “knockout” experiment, in which the gene expression level of a particular gene is lowered while all other conditions are kept constant. Differences in gene expression levels of those other genes are used to infer underlying regulatory relations. Usually, this approach can reliably uncover regulatory relationships among a small number of genes but fails to scale up to study regulatory networks consisting of hundreds of genes because of the sheer number of experimental manipulations needed to reveal a complete regulatory network. Recent development of microarray technologies has made it possible to routinely measure expression levels of tens or hundreds of thousands of genes simultaneously. Such development has enabled researchers to apply reverse engineering approaches on observational expression data to identify large-scale gene regulatory network structures.

The earliest proposed models for learning gene regulatory networks from microarray data were discrete models. Several studies proposed to construct Boolean regulatory networks in which the gene expression levels were represented as 0 (not expressed) or 1 (expressed) [30,34]. These models are based on the assumption that biological networks can be represented by binary, synchronously updating switching networks. However, large amounts of information might be lost during binary discretization. Many continuous models have been proposed recently to fully utilize the information contained in gene expression data. Wessels et al. have categorized existing continuous models of gene regulatory networks into pair-wise networks and weighted sum networks [58]. Pair-wise networks are constructed with pair-wise comparison methods based on relationships between pairs of genes. Two examples of such methods are the Correlation Metric Construction (CMC) [3] and Activation/Inhibition Networks [10]. Such approaches ignore the fact that the expression level of one gene is governed by combined actions of multiple other genes and thus cannot reveal a complete regulatory structure. Weighted sum network models represent a gene expression level as a weighted sum of the expression levels of its upstream genes. Wessels et al. used a generalized differential or difference equation (the difference equation is shown in (1)) to characterize this class of models [58].

$$X_i[t + 1] = R_i \cdot \left( \sum_{j=1}^{J} W_{ij} \cdot X_j[t] \right) + \sum_{k=1}^{K} V_{ik} \cdot U_k + B_i - \lambda_i \cdot X_i[t]$$

where $g$ refers to the regulation-expression (activation) function, $X_i[t]$ represents the expression of gene $i$ at time instance $t$, $R_i$ represents the rate constant of gene $i$, $W_{ij}$ represents the strength of influence of gene $j$ on gene $i$, $U_k[t]$ represents $k$th external input at time instance $t$, $V_{ik}$ represents the influence of the $k$th external input on gene $i$, $B_i$ represents the base expression level of gene $i$, and $\lambda_i$ represents the degradation constant of gene $i$.

A variety of approaches have been proposed to estimate the parameters of such differential or difference equations, including Recurrent Hopfield networks [37] linear programming [10] simulated annealing [36] genetic algorithms [55] and linear regression [16,45,56]. When a large number of genes are incorporated into the model and a relatively small number of samples are available, a dimensionality problem inevitably arises.

Murphy and Mian [38] and Friedman et al. [19] have initiated the use of Bayesian network models to represent and learn gene regulatory networks from microarray data. Bayesian network models can include most previously proposed discrete and continuous models as special cases and allow hidden variables as well as incorporation of prior knowledge into learning. This approach recently has attracted substantial research interest and has become the major approach for regulatory network learning [15,21,25,40,44]. Many of these recent studies explored using Bayesian networks learning framework to combine microarray data and existing knowledge as well as other types of genomic data to learn more accurate regulatory network models.

Previous gene regulatory network studies have been limited to modeling relations among only a small set of genes, mainly due to the dimensionality problem of the
microarray data, i.e., the number of available samples of measurements is typically much smaller than the number of genes that can be measured, restricting the analytical models to only include a small subset of the measured genes. For example, Mjolsness et al. [36] used 8 samples of 27 genes, Wahde et al. [55] used 28 samples of 65 genes, and Someren et al. [45] used 18 samples of 45 genes and 14 samples of 113 genes. However, gene interactions form a complex signaling system in which the behavior of any single gene may be affected by many other genes. Since study with a limited number of genes typically reveals only an incomplete local structure of the regulatory network, it is desirable to infer regulatory networks having large numbers of genes in order to capture complete regulatory processes. A study by Friedman et al. [19] is one of the few that have analyzed large numbers of genes (800 genes were included). In their study, the goal was to identify pronounced gene regulatory relations rather than to specify the exact regulatory network structure.

The poor scalability of most existing network analysis techniques has limited the empirical value of gene regulatory network analysis. We present in this paper two algorithms designed for learning large-scale gene regulatory networks from microarray data: a modified information-theory-based Bayesian network learning algorithm and a modified association rule mining algorithm.

3. Learning large-scale gene regulatory networks

We represent the expression level of a particular gene as a random variable. For each gene in the microarray chip, we can obtain the expression level of a test sample and a reference sample. The log ratio between the test and reference expression levels is commonly used to measure the gene expression level. Thus the input data for our analysis are in fact relative expression levels rather than the absolute expression levels. The gene expression data contained in one chip constitute one sample of observation. We represent a microarray dataset consisting of \( N \) genes and \( M \) samples as two \( M \times N \) expression measurement matrices, the test expression matrix \( T=\{T_{ij}\} \) and reference expression matrix \( R=\{R_{ij}\} \), where \( T_{ij} \) and \( R_{ij} \) represent the test and reference expression levels of the \( i \)th gene in the \( j \)th sample, respectively. The relative expression data used for regulatory network analysis can be represented by an \( M \times N \) relative expression matrix (or simply expression matrix) \( E=[E_{ij}]=\log(T_{ij}/R_{ij}) \).

To allow the proposed algorithms to analyze large-scale genetic regulatory networks using small samples of data, discretized gene expression levels were employed. In particular, following the commonly adopted expression data discretization method [8,19,27,52] that was also confirmed by our collaborating domain scientists, we performed ternary discretization and transformed the continuous expression levels \( E_{ij} \) into discrete expression levels \( X_{ij} \) taking values of 1, 0, and -1 as in (2).

\[
X_{ij} = \begin{cases} 
+1, & \text{when } E_{ij} \geq \Theta, \text{ over – expressed,} \\
-1, & \text{when } E_{ij} \leq -\Theta, \text{ under – expressed,} \\
0, & \text{otherwise}
\end{cases}
\]

where \( \Theta \) is a predefined threshold. We believe that this ternary discretization method preserves the important biological meaning of the expression data and at the same time gives relatively simple data representation to support efficient computation. We define the discrete expression level of gene \( j \) as a discrete random variable \( X_{ij} \), whose observed values in the \( M \) samples are given by the column vector \((X_{1j}, ..., X_{Mj})'\). Our proposed genetic regulatory network learning algorithms operate on such an expression data representation.

In this section, we describe the algorithmic details of the two proposed gene regulatory network learning techniques: a modified Bayesian networks learning algorithm (MBN algorithm) and a modified association rule mining algorithm (MAR algorithm). Bayesian networks have been widely applied to infer causal relationships among random variables and to generate causal network structures. Many recent studies have applied Bayesian networks in regulatory network analysis, mostly for small-scale networks. We customized an efficient Bayesian networks learning algorithm to accommodate the high dimensionality and small sample size characteristics of the microarray data. The basic idea is to relax some theoretical restrictions to generate a rough causal network. The association rule mining algorithm has been traditionally applied for market basket analysis, with specific focus on individual rules rather than network structure. We customized it to accommodate ternary gene expression levels in the microarray data and consolidate individual rules into a rough causal network structure. We assess the effectiveness of both algorithms for learning regulatory networks from microarray data using both the simulated and real microarray data.

3.1. Bayesian networks

3.1.1. Bayesian networks background

Bayesian networks are one type of probabilistic graphical model in which vertices represent random variables and the absence of an edge between two vertices
represents conditional independence. The Bayesian network representation was first introduced by Wright [61] and was reinvented later under various names, such as “causal network,” “belief network,” and “influence diagram.” Bayesian networks have been frequently applied in many real-world applications, including diagnosis, forecasting, automated vision, sensor fusion, and manufacturing control [23]. Consider a finite set \( V = \{ V_1, \ldots, V_N \} \) of random variables. In our context, the discrete expression level of a gene is treated as a random variable. Bayesian network representation contains two components: a directed acyclic graph (DAG) \( G \) whose vertices correspond to random variables, and conditional probability distributions of the random variables, given its dependent variables (parents) in \( G \). The graph \( G \) specifies the dependency relationships among variables and encodes the Markov Assumption: Each variable \( V_i \) is independent of its non-descendants, given its parents in \( G \).

We use an example adopted from [19] to illustrate the basic idea. Given a Bayesian network specified in Fig. 1 for 5 genes: \( A, B, C, D, \) and \( E \), this structure specifies the parents for genes \( B, D, \) and \( C \): \( \text{Pa}(B) = \{ A, E \}, \text{Pa}(D) = \{ A \}, \text{Pa}(C) = \{ B \} \), where \( \text{Pa}(V) \) represents the parent vertex set for vertex \( V \). It also implies several conditional independency relationships: \( I(A; E), I(B; D|A), I(C; A, D, E|B), I(D; B, C, E|A), \) and \( I(E; A, D) \), where \( I(X; Y | Z) \) denotes that \( X \) and \( Y \) are conditionally independent given \( Z \). In our context, it can be interpreted that when genes in \( Z \) are at fixed expression levels, expression levels of genes in \( Y \) do not give any information on the expression levels of genes in \( Y \) and vice versa. Once \( G \) is specified for a set of genes, we can interpret a directional edge from \( X \) to \( Y \) in \( G \) as a statement that \( X \) is the “cause” of \( Y \), or the expression level of \( X \) has an effect on the expression level of \( Y \).

### 3.1.2. Modified Bayesian network algorithm (MBN algorithm)

There are two general approaches to learning Bayesian networks from data: the search and scoring methods and dependency analysis methods [11,60]. With the first approach, the learning problem is viewed as searching for a structure that best fits the data. Different scoring methods have been applied to determine the fit between the network structure and the data, including Bayesian scoring, entropy-based, and minimum description length, among others. Because search and scoring methods are NP-hard [12], many search heuristics have been adopted. Previous studies of gene regulatory network learning using Bayesian networks typically employed the heuristic-based search and scoring methods [19,38]. The dependency analysis approach tries to discover from data the dependencies among variables and then to use these dependencies to construct the network structure [48,49,57]. Different forms of conditional independency (CI) tests have been used to measure the dependency relationships.

The dependency analysis approach is generally more efficient than the search and scoring approach for sparse networks (the number of edges in the graph is relatively small) [11]. The disadvantage of the dependency analysis approach is that it has a more restrictive assumption regarding the probability distribution of the data. We customized a recently developed algorithm of this approach, the information-theory-based learning algorithm proposed by Cheng et al. [11] which extends Chow and Liu’s tree construction algorithm [14] to perform Bayesian network learning using a three-phase procedure. Although a recent theoretical analysis [13] has pointed out problems with a fundamental assumption of the algorithm, the monotone DAG faithfulness, for inferring exact network models from data, empirical evaluations have shown that this algorithm generates reasonably good approximate network models in many applications [9,11]. We briefly describe the three major phases of the algorithm and our customization for analyzing microarray data. Readers are referred to [11] for additional technical details.

The algorithm employs mutual information (MI) and conditional mutual information (CMI) to measure the volume of information flow. The MI and CMI measures between vertices \( X_i \) and \( X_j \) are defined below.

\[
I(X_i, X_j) = \sum_{x_i, x_j} P(x_i, x_j) \log \frac{P(x_i, x_j)}{P(x_i)P(x_j)} \tag{3}
\]

\[
I(X_i, X_j | C) = \sum_{x_i, x_j, c} P(x_i, x_j, c) \log \frac{P(x_i, x_j | c)}{P(x_i | c)P(x_j | c)} \tag{4}
\]

where \( x_i \) denotes the potential values of \( X_i \) (−1, 0, and 1 in our context) and \( C \) is a set of dependent vertices.

---

Fig. 1. A simple example of Bayesian network. (a) Human dataset—MBN algorithm. (b) Human dataset—MAR algorithm. (c) Yeast dataset—MBN algorithm. (d) Yeast dataset—MAR algorithm.
phases. The CMI measure in (4) is used for the conditional independence (CI) test in this algorithm. We next describe the algorithm in three phases.

- **Phase I**: Drafting. A draft network is constructed based on the MI measures. A threshold $\varepsilon$ is specified and the pairs of genes that have a MI measure larger than $\varepsilon$ are selected to form candidate edges. The candidate edges are added into the draft network in the order of descending MI measures, under the condition that the draft network is maintained as a singly connected graph (a graph without loops). At the end of this phase, the draft network contains exactly $N-1$ edges, where $N$ is the number of genes.

- **Phase II**: Thickening. The algorithm determines whether an unconnected pair of vertices can be separated (direction dependent separation or d-separated [41]) by its condition sets based on the draft network structure. For a pair of unconnected genes $(X_i, X_j)$, two condition sets, $C_i$ and $C_j$, are formed by including the neighbors of the two genes in the draft network. CMI measures of $\langle X_i, X_j \rangle$ are computed using $C_i$ and $C_j$ as well as their subsets as the condition sets. If any of these CMI measures is below the threshold $\varepsilon$, the pair is deemed to be separated, otherwise an edge is added between the pair. In this phase edges can be added but cannot be removed (thus the name thickening phase). The thickening process assures that the resulting network contains all the edges of the underlying dependency model. This comprehensive property holds when the underlying graph model is monotone DAG-faithful [11].

- **Phase III**: Thinning. Each edge of the graph obtained in Phase II is examined using the CI tests to determine whether the two vertices of the edge can be d-separated with the edge being removed. For an edge connecting $X_i$ and $X_j$ in the current network, the edge is first removed temporarily and the same CI test procedure in Phase II is performed to determine whether the pair is d-separated. If they are separated, the edge is permanently removed. If the pair is not separated, an extended CI test procedure is performed. This extended CI test procedure extends the condition sets $C_i$ and $C_j$ to not only include the direct neighbors of $X_i$ and $X_j$ but also their second-order neighbors (neighbors of their neighbors). If the pair is now separated with respect to the extended CI test, the edge is permanently removed; otherwise the edge is kept in the network. In this phase the edges can only be removed (thus the name thinning phase). After the thinning phase, the resulting network is guaranteed to contain exactly the same edges as those in the underlying model under the monotone DAG-faithfulness assumption [11].

The most significant advantage of this algorithm is that, unlike all other practicable dependency analysis-based algorithms, it can avoid the exponential complexity of CI tests. The algorithm requires $O(N^4)$ number of CI tests when learning Bayesian networks with completely unknown network structures.

Our modification of Cheng’s Bayesian network learning algorithm for large-scale regulatory network analysis mainly involved Phases II and III of the algorithm. In the thickening phase (Phase II), based on the assumption that the regulatory networks are relatively sparse as well as on the computational efficiency consideration, we limited the maximum number of edges added in this phase to be $k$ times the total number of vertices. Because of this limitation the modified algorithm does not assure that all the edges of the underlying model are included. Researchers could set the parameter $k$ based on domain knowledge regarding the sparsity of the underlying regulatory network to assure reasonable coverage.

In the thinning phase (Phase III), we modified the algorithm by relaxing the criterion for d-separation to accommodate the small sample size relative to the number of variables in the data. Because of the small sample size a relatively large condition set typically gives a zero or unreliable CMI measure [11] resulting in a small number of edges kept in the network. This problem is most serious when performing the extended CI tests, in which direct neighbors as well as second-order neighbors are included into the condition sets. We relaxed the d-separation assessment by not performing the extended CI test. Due to this relaxation, the resulting network model is not guaranteed to only include edges in the underlying true network model.

After the network structure has been learned, we use a simple heuristic to determine the biological meanings of the edges. For an edge that points from gene $X$ to gene $Y$, we calculate the activation and inhibition
measures as defined in (5) and (6) to determine the relation type.

Activation Measure
\[
P(Y = 1, X = 1) + P(Y = -1, X = -1)
\]
\[
P(X = 1orX = -1)
\]

Inhibition Measure
\[
P(Y = -1, X = 1) + P(Y = 1, X = -1)
\]
\[
P(X = 1orX = -1)
\]

The activation and inhibition measures are consistent with domain experts’ intuitions. For example, if we always observe that gene \(Y\) is over (under)-expressed whenever gene \(X\) is over (under)-expressed, we expect an activation influence from \(X\) to \(Y\) corresponding to an activation measure of 1. Edges with activation (inhibition) measures larger than a specified threshold (0.5 in our current experiments) are labeled as activation (inhibition) relations. The resulting Bayesian network model may contain three types of gene relations: activation, inhibition, and dependency (when the edge direction cannot be determined).

For all relations included into the final network, we treat the MI measure between the two genes as a measure of relation strength. When examining a learned regulatory network, researchers can assess the networks with different confidence levels by setting varying values of minimum relation strength.

3.2. Association rule mining

3.2.1. Association rule mining background

Association rule mining was originally proposed for market basket analysis to study consumer purchasing patterns in retail stores [1]. In recent years, it has also been applied in other areas such as customer relationship management [5] image processing [43] and network communications [59]. An association rule is a relationship of the form \(A \Rightarrow B\), where \(A\) is the antecedent item set and \(B\) is the consequent item set. The rule \(A \Rightarrow B\) holds in the transaction set \(D\) with confidence \(c\) if \(c\%\) of transactions in \(D\) that contain \(A\) also contain \(B\). The rule \(A \Rightarrow B\) has support \(s\) if \(s\%\) of transactions in \(D\) contain both \(A\) and \(B\). The goal of association rule mining is to find all the rules that have support and confidence greater than user-specified thresholds. Association rule mining can be used to extract genetic regulatory relationships based on conditional dependency. Association rules not only capture the correlation between genes, but also provide the direction of relationships. Some initial work of using association rules in molecular classification and gene regulatory relation extraction has been reported in [6,8,29,31,32,39].

3.2.2. Modified association rule mining algorithm (MAR algorithm)

Classic association rule mining algorithms can handle only Boolean data. Becquet et al. applied binary discretization to gene expression data and set values less than or equal to a threshold to 0 and all values greater than the threshold to 1 [6]. Such an approach may lead to serious information loss because binary representation fails to capture the overall gene expression distribution. Alternatively, a ternary discretization approach was used in [8,52] to convert each gene expression to one of three levels, i.e., under-expressed, normal, or over-expressed. For each gene, three Boolean variables were used to represent the three expression levels respectively. This approach captures gene expression distribution more completely than binary discretization but the increased number of variables to be processed may lead to larger numbers of potential association rules, thereby increasing the difficulty in interpreting and analyzing the rules extracted. It may also reduce the computational efficiency of the mining process.

We propose to use one single variable to represent expression level of each gene, i.e., for gene \(X\), an expression level can be represented as under-expressed \((X=-1)\), normal \((X=0)\) or over-expressed \((X=1)\), respectively. Based on such a ternary discretization, we modified the classic association rule mining algorithm to extract gene activation and inhibition relations from microarray data.

According to biological interpretations, the activation and inhibition relations between two genes, \(X\) and \(Y\), can be respectively defined as follows:

(a) \(X\) activates \(Y\) \((X \rightarrow Y)\): IF \(X\) is over-expressed \((X=1)\), THEN \(Y\) is over-expressed \((Y=1)\); IF \(X\) is under-expressed \((X=-1)\), THEN \(Y\) is under-expressed \((Y=-1)\).

(b) \(X\) inhibits \(Y\) \((X \rightarrow \neg Y)\): IF \(X\) is over-expressed \((X=1)\), THEN \(Y\) is under-expressed \((Y=-1)\); IF \(X\) is under-expressed \((X=-1)\), THEN \(Y\) is over-expressed \((Y=1)\).

Based on these notions, the support and confidence measures of association rules are redefined. Given a gene expression matrix \(E\), the support of a single gene \(X\) is defined in (7):

\[
support(X) = \frac{||X = 1orX = -1||}{|E|}
\]
where \(|X=1\) or \(X=-1\)| is the number of samples in \(E\) where \(X=1\) or \(-1\); \(|E|\) is the number of samples in \(E\).

For two genes, \(X\) and \(Y\), two new measures of support\(^+\) and support\(^-\) are defined in (8) and (9), respectively:

\[
support^+(XY) = \frac{|X = 1 \text{AND} Y = 1| + |X = -1 \text{AND} Y = -1|}{|E|} \tag{8}
\]

\[
support^-(XY) = \frac{|X = 1 \text{AND} Y = -1| + |X = -1 \text{AND} Y = 1|}{|E|} \tag{9}
\]

In essence the two support measures are consistent with the activation and inhibition measures (5) and (6) introduced before. The confidence\(^-\) of an activation rule in form of \(\! X \underline{\rightarrow} Y\) is defined in (10):

\[
\text{confidence}^+(X \rightarrow Y) = \frac{support^+(XY)}{support(X)} \tag{10}
\]

Similarly, the confidence\(^-\) of an inhibition rule in the form of \(\! X \rightarrow Y\) is defined in (11):

\[
\text{confidence}^-(X \rightarrow Y) = \frac{support^-(XY)}{support(X)} \tag{11}
\]

This modified association rule mining algorithm first generates all rules (both activation and inhibition) that have support and confidence equal to or greater than a user-specified minimum support (called minsup) and minimum confidence (called minconf), respectively. When assembling the individual rules (genetic relations) into a gene network, a resolution procedure is performed. Note that it is possible for relations with reversed directions to both appear in the learned relations \((X \rightarrow Y\) and \(Y \rightarrow X\)). These two relations with reversed directions both have the same support measures. We include the one with the higher confidence measure into the regulatory network. If both relations also have the same confidence measure, we include an undirected relation into the gene network.

We use an example to illustrate the basic idea behind our method, given expression values of gene \(X\) and \(Y\) in six samples (in Table 1), minsup=20%, and minconf=60%.

By applying ternary discretization (threshold=±1), we transformed data as in Table 2:

Based on our definition of support and confidence, for rule \(\! X \rightarrow Y\), we have \(support(X) = 100\%\), \(support^+(XY) = 66.67\%\), \(20\%\), and \(confidence^+(X \rightarrow Y) = 66.67\% > 60\%.\) The rule \(\! X \rightarrow Y\) is thus extracted as an activation rule.

To be consistent with the MBN algorithm, we use the confidence measure of the rules included into the final network as the genetic relation strength. Presumably, the most reliable genetic relations reflected in the microarray data should have higher confidence measures.

### 4. Evaluation

In this section, we present two types of evaluation studies: a simulation-based evaluation and an empirical evaluation. In the simulation-based evaluation, we generated expression levels of a set of genes based on pre-defined gene regulatory network models. Models learned from such simulated data were compared with the pre-defined models to determine the ability of our algorithms to uncover the true structure. In the empirical evaluation, we generated gene regulatory networks using gene expression datasets from real experiments including a *Saccharomyces cerevisiae* dataset and a *Homo sapiens* dataset.

#### 4.1. Simulation-based evaluation

The simulation approach is frequently used to validate network-learning techniques (e.g., [11,58]) With this approach, a network model is pre-defined based either on existing knowledge in an application domain or on a randomly generated structure. Values of the variables of a sample of simulated observations are generated based on this network model. The inferential power of the network learning techniques, in terms of ability to uncover underlying structures, can then be assessed by comparing the model learned from the simulated data with the pre-defined true model.
The simulation approach has been recently employed to evaluate different approaches to extracting gene regulatory networks. Wessels et al. conducted a comprehensive evaluation of various network extraction techniques using simulated gene expression data [58]. Their study focused on time-series models and a small number of genes (15 genes) were included in the datasets. Their main conclusion was that most existing approaches had surprisingly low inferential power.

We incorporated characteristics of real gene expression data into the simulation process. With these simulated gene expression data we could take into consideration the major limitations of the experimental gene expression data (e.g., the limited number of samples and noise and measurement errors) and evaluate the practical usefulness of the network learning techniques in deriving gene regulatory networks from realistic microarray data. The usefulness was interpreted as the extent to which the results can help researchers propose new hypotheses that may eventually lead to new discoveries on gene regulatory relations. A series of network accuracy measures will be introduced later to assess the usefulness of the network results.

The advantage of using simulation data for evaluation is that the true network model is known. In contrast, large portions of the true network model are unknown when using real experimental data, which makes it difficult to determine the quality of a learned network.

4.1.1. Model and data simulation

We used the Bayesian network model to represent a gene regulatory network. Thus regulatory relations among genes were described by a directional acyclic graph, in which a directional edge represents the regulatory influence of parent (upstream) genes on child (downstream) genes. Therefore, the expression level of a gene was assumed to be dependent on expression levels of its parent genes. The choice of the Bayesian network model was mainly based on the stochastic nature of the gene regulation process. Another advantage of the Bayesian network model is that it does not require time-series data for learning purpose, which makes it applicable to most microarray datasets.

When generating gene regulatory models, the following key factors were considered:

- **Number of genes**: The number of genes might largely affect the performances of the learning techniques.
- **Number of source genes**: The source genes are the genes corresponding to the root vertices in a network model. In reality, researchers typically introduce treatments that may drastically change the expression levels of specific genes and observe changes in expression levels of other genes to infer gene regulatory relations. The source genes correspond to the genes that are directly affected by such treatments. Since typical gene expression dataset comprises several groups of observations under different treatments, the network model behind the observational data may contain several source genes.
- **Density of the network model**: The density of a network model is typically defined as the number of edges in the network over the total number of possible edges. Density of the network significantly affects the network learning performance. We used a fan-out factor (defined as the maximum number of decedents or downstream genes of one gene) to control the network density. Because gene regulatory network is generally believed to be sparse [4] we set a relatively small fan-out factor.
- **Gene regulatory relation types**: Two types of edges were included into regulatory models to represent the activation and inhibition relations. We provide simple interpretations of the biological meaning of the gene activation and inhibition relations using conditional probabilities. Consider a simple relation $X \rightarrow Y$ and assume there are no other parent (upstream) genes of gene $Y$. The ideal activation and inhibition relations can be described by the conditional probabilities in Table 3 (with 0 noise level).
- **Noise level**: We introduced a noise level $p$ into the conditional probabilities (as presented in Table 3) to capture uncertainties in gene expression levels. This noise factor aggregates many limitations of gene expression data, such as measurement errors, ignored factors that affect gene expression levels, etc.
- **Aggregation of effects of multiple parent genes**: The formula we used to derive the probabilities of the

### Table 3

Conditional probabilities of activation and inhibition relations (noise level of $p$)

<table>
<thead>
<tr>
<th>$x$</th>
<th>$1$</th>
<th>$1$</th>
<th>$1$</th>
<th>$0$</th>
<th>$0$</th>
<th>$0$</th>
<th>$-1$</th>
<th>$-1$</th>
<th>$-1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y$</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>Activation</td>
<td>$p(Y = y</td>
<td>X = x)$</td>
<td>$1 - p$</td>
<td>$p/2$</td>
<td>$p/2$</td>
<td>$p/2$</td>
<td>$1 - p$</td>
<td>$p/2$</td>
<td>$p/2$</td>
</tr>
<tr>
<td>Inhibition</td>
<td>$p(Y = -y</td>
<td>X = x)$</td>
<td>$p/2$</td>
<td>$p/2$</td>
<td>$1 - p$</td>
<td>$p/2$</td>
<td>$1 - p$</td>
<td>$p/2$</td>
<td>$1 - p$</td>
</tr>
</tbody>
</table>
where $K$ is the number of relations in the true model.

Four versions of the network accuracy measure were computed based on different relation match definitions, including an exact match, a directional match, and a non-directional match. The non-directional match is the basic match definition as it requires only the two relations in comparison to involve the identical genes. A directional match further requires that the directions of the two relations under comparison are identical. An exact match is the strongest relation match. It requires two relations to have identical relation types (activation or inhibition) in addition to satisfying the directional match requirements. The exact match, direction match, and non-directional match network accuracy measures (denoted as NA-EM, NA-DM, and NA-NM) could provide a complete picture of how well an inferred model matches with the true model.

We applied the modified and unmodified Bayesian network learning and association rule mining algorithms to analyze the six simulated datasets based on the three pre-defined gene regulatory network models (G1, G2, and G3). We then used the three types of network accuracy measures introduced previously to evaluate the performances of these four algorithms. We next report the evaluation results of the modified algorithms followed by the results of their unmodified counterparts as comparison benchmarks.

4.1.2. Modified algorithm results. The network accuracy measures of the inferred network models using the MBN and MAR algorithms with the six simulation datasets are summarized in Table 5. The key observations of the simulation-based evaluation results presented are summarized as follows.

- Both the MBN and MAR algorithms achieved relatively high network accuracy measures for all three network models. The exact and non-directional match network accuracies of the two algorithms were in the range of 8–32% while the non-directional match network accuracies were in the range of 45–75%. Considering the limited sample sizes and noise introduced during the simulation, these accuracies show the great potential of the two algorithms.

- Both the MBN and MAR algorithms showed roughly invariant performance across different network sizes. We did not observe a significant decrease in network accuracies for G2 and G3 compared to G1. Even for the large network model with 200 nodes (G3), both algorithms achieved about 25% exact match and directional match network accuracies and over 50% non-directional match network accuracies when 80

<table>
<thead>
<tr>
<th>Network model</th>
<th>No. of genes</th>
<th>No. of source genes</th>
<th>Fan-out factor</th>
<th>Noise level</th>
<th>No. of relations</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>10</td>
<td>2</td>
<td>3</td>
<td>0.2</td>
<td>12</td>
</tr>
<tr>
<td>G2</td>
<td>50</td>
<td>5</td>
<td>4</td>
<td>0.2</td>
<td>83</td>
</tr>
<tr>
<td>G3</td>
<td>200</td>
<td>5</td>
<td>4</td>
<td>0.2</td>
<td>392</td>
</tr>
</tbody>
</table>
samples were available. These results showed that the two proposed algorithms are especially suitable for large-scale regulatory network analysis from microarray data.

- In general, the MBN algorithm showed slightly better performance than the MAR algorithm, as measured by the average network accuracies of all six datasets. With the G2 dataset the MAR algorithm only slightly outperformed the MBN algorithm.

### 4.1.2.2. Unmodified algorithms results as benchmark.

For comparison purposes, we also report the performances of the original information-theory-based Bayesian network algorithm and standard association rule mining algorithms on the six simulation datasets.

We implemented the original information-theory-based Bayesian network algorithm [11] and obtained the network accuracies shown in Table 6 (the BN algorithm results). The average accuracies of exact match, directional match, and non-directional match achieved by the BN algorithm were 4.85%, 10.51%, and 45.86%, respectively. They were consistently lower than those achieved by the MBN algorithm (21.01%, 21.95%, and 55.51%) as presented in Table 5. The poor performance of the original Bayesian network algorithm showed that the dimensionality problem of typical microarray data seriously limited the applicability of the algorithm. The network accuracies of the BN algorithm were especially low for G2 and G3 because with more genes the dimensionality problem was more severe.

We also implemented the association rule mining algorithm (the AR algorithm) for gene regulatory relation analysis reported in [52]. In their formulation the expression level of gene $X$ was encoded by three Boolean variables, $\langle X^+, X^#, X^\downarrow \rangle$. So rules generated by the AR algorithm were in the forms of “$A^+ \rightarrow B^+$” and “$C^\downarrow \rightarrow D^\downarrow$.” To produce the more intuitive and comparable gene regulatory relations as those generated by the MAR algorithm, we aggregated these relations in the following way: from either “$A^+ \rightarrow B^+$” or “$A^\downarrow \rightarrow B^\downarrow$” we inferred “$(A^+Y+B^+)$” from either “$A^+ \rightarrow B^\downarrow$” or “$A^\downarrow \rightarrow B^+$” we inferred “$(A^+Y-B^\downarrow)$.” Table 6 shows that the average accuracies of exact match, directional match, and non-directional match achieved by the AR algorithm were 16.81%, 16.81%, and 47.51%, respectively. Accuracy measures were consistently lower than those achieved by the MAR algorithm (19.58%, 19.58%, and 50.11%) as presented in Table 5. Unlike the BN algorithm, the AR algorithm achieved comparable network accuracies, showing that it was less constrained by the dimensionality problem of the microarray data. The relatively poor performance of the AR algorithm may have been partly related to the rule aggregation process and larger search space resulting from the Boolean representation of the gene expression levels.

### Table 5
Simulation-based evaluation results of modified algorithms

<table>
<thead>
<tr>
<th>True model</th>
<th>Sample size</th>
<th>No. of relations</th>
<th>MBN</th>
<th>MAR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>NA-EM</td>
<td>NA-DM</td>
</tr>
<tr>
<td>G1 40</td>
<td>12</td>
<td>2</td>
<td>16.67%</td>
<td>2</td>
</tr>
<tr>
<td>G1 80</td>
<td>12</td>
<td>2</td>
<td>16.67%</td>
<td>2</td>
</tr>
<tr>
<td>G2 40</td>
<td>83</td>
<td>19</td>
<td>22.89%</td>
<td>20</td>
</tr>
<tr>
<td>G2 80</td>
<td>83</td>
<td>19</td>
<td>22.89%</td>
<td>21</td>
</tr>
<tr>
<td>G3 40</td>
<td>392</td>
<td>90</td>
<td>22.96%</td>
<td>94</td>
</tr>
<tr>
<td>G3 80</td>
<td>392</td>
<td>98</td>
<td>25.00%</td>
<td>101</td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td></td>
<td>21.18%</td>
<td>22.08%</td>
</tr>
</tbody>
</table>

### Table 6
Simulation-based evaluation results of unmodified algorithms

<table>
<thead>
<tr>
<th>True model</th>
<th>Sample size</th>
<th>No. of relations</th>
<th>BN</th>
<th>AR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>NA-EM</td>
<td>NA-DM</td>
</tr>
<tr>
<td>G1 40</td>
<td>12</td>
<td>1</td>
<td>8.33%</td>
<td>2</td>
</tr>
<tr>
<td>G1 80</td>
<td>12</td>
<td>0</td>
<td>0.00%</td>
<td>1</td>
</tr>
<tr>
<td>G2 40</td>
<td>83</td>
<td>4</td>
<td>4.82%</td>
<td>7</td>
</tr>
<tr>
<td>G2 80</td>
<td>83</td>
<td>5</td>
<td>6.02%</td>
<td>10</td>
</tr>
<tr>
<td>G3 40</td>
<td>392</td>
<td>19</td>
<td>4.85%</td>
<td>33</td>
</tr>
<tr>
<td>G3 80</td>
<td>392</td>
<td>20</td>
<td>5.10%</td>
<td>36</td>
</tr>
<tr>
<td>Avg</td>
<td></td>
<td></td>
<td>4.85%</td>
<td>10.51%</td>
</tr>
</tbody>
</table>
4.1.2.3. Parameter setting and computational issues.
The central parameter for the MBN algorithm is the threshold $\varepsilon$, which is involved in the conditional independency (CI) test that is critical for the decisions to add or remove particular edges in the network model. The network accuracy of the inferred network models and the computational efficiency are both dependent on the value of this threshold. In our experiments, the best network accuracies were achieved when $\varepsilon$ was set around 0.3. (The results reported previously were obtained with $\varepsilon$ set to be 0.3.) The network accuracies deteriorate as $\varepsilon$ deviates from 0.3 to both smaller and larger values. For example, the exact-match network accuracies of the network learned from the 80-sample dataset generated from G3 for different values of $\varepsilon$ are the following: 19.64% ($\varepsilon=0.01$), 20.66% ($\varepsilon=0.05$), 21.68% ($\varepsilon=0.1$), 25.00% ($\varepsilon=0.3$), 19.39% ($\varepsilon=0.5$), and 13.27% ($\varepsilon=0.8$). In general, the smaller the value of $\varepsilon$, the longer the computation time, because more CI tests need to be performed with a smaller threshold. For example, learning the network from the 80-sample dataset generated from G3 with $\varepsilon$ set to be 0.1 roughly doubles the computation time needed with $\varepsilon$ set to be 0.3. We also observed that the BN algorithm showed similar patterns in network accuracy and computation time with respect to the value of $\varepsilon$. The threshold $\varepsilon$ also determines the number of relations to be included in the learned networks. Generally, the larger the value of $\varepsilon$, the smaller the number of edges included in the learned network model. The key parameters of the association rule algorithm are the minimum support ($\text{minsup}$) and minimum confidence ($\text{minconf}$), the values of which determine the number of relations to be included into the learned networks. Because we rely on the relation strength to derive networks of different levels of confidence at the last stage of both algorithms, the total numbers of relations included into the networks are often less relevant than the ranking quality of relation strength within the learned network. This is consistent with the network accuracy measures we employed in this study, which only considers the top $K$ relations as opposed to all relations in the network. Our experiments showed that the network accuracy measures of the MAR learning results were largely insensitive to both $\text{minsup}$ and $\text{minconf}$, except for the poor accuracy measures for very large values of both parameters ($\text{minsup}>0.5$ and $\text{minconf}>0.8$) when fewer than the number of relations in the true model can be included into the learned network. In our reported experiments, $\text{minsup}$ and $\text{minconf}$ were set to be 0.2 and 0.5, respectively.

In summary, the simulation-based evaluation results showed that acceptable network accuracies were achieved although compromises were made during the algorithm design to accommodate the high dimensionality and small sample sizes of the data available. Based on our simulation experiments, the two modified algorithms outperformed the standard Bayesian network learning and association rule mining algorithms. Genetic pathway researchers could use the proposed algorithms to summarize microarray data of large numbers of genes into approximate regulatory network models. They could expect to see one out of four relations in the learned gene network to have correct relation type and directionality in these approximate models. Without considering relation type and directionality about one out of two learned relations could be correct relations. These promising simulation-based evaluation results, however, need to be interpreted with caution. The simulated network models were largely simplified versions of real genetic regulatory processes. Various sources of noise from the experimental procedures and regulation processes themselves might not be captured by the simulated noise effects.

4.2. Empirical evaluation

Although simulation-based evaluation provides an estimate of the usefulness of the proposed gene regulatory network analysis algorithms, empirical evaluations that compare analysis results based on real experimental data with existing knowledge of gene regulatory relations are still needed to provide direct evidence on the potential usefulness of the approaches. In this section, we present an empirical evaluation study that relied on a domain expert’s judgment for assessing the interestingness of the learned regulatory relations. In our study, we employed two real microarray datasets, an *S. cerevisiae* dataset and a *H. sapiens* dataset, to evaluate the two proposed algorithms.

4.2.1. Datasets and data preprocessing

The *S. cerevisiae* yeast cell-cycle dataset of Spellman et al. [47] has been used frequently in previous microarray data analysis studies, which provide good benchmarks for evaluation. This dataset contains 76
gene expression measurements of the mRNA levels of 6,177 *S. cerevisiae* ORFs. The experiments measured six time series under different cell cycle synchronization methods [19]. The *H. sapiens* dataset was provided by Arizona Cancer Center. It contains 33 samples of 5306 human genes in total.

Based on our gene expression data representation, we applied a ternary discretization to both datasets. For the *S. cerevisiae* dataset, we used the same threshold as in Friedman et al.’s research [19] to perform discretization. With this threshold of 0.5 in logarithmic (base 2) scale, expression levels with ratio to the reference that were lower than $2^{-0.5}$ were considered to be under-expressed; levels higher than $2^{0.5}$ were considered over-expressed; expression levels between $2^{-0.5}$ and $2^{0.5}$ were considered as normal. For the *H. sapiens* dataset we selected a threshold value of 1 in logarithmic (base 2) scale, based on discussions with the domain scientists who conducted the experiments and had substantial experience with the specific dataset. The domain scientists suggested that the network extraction techniques be applied on the 200 genes with greatest expression variations across the 33 samples.

4.2.2. Evaluation results

Regulatory networks learned from real experimental data are typically difficult to evaluate, partly because large portions of the underlying true network remain unknown (which is exactly the reason regulatory network analysis from microarray data is needed). Without a true network as an evaluation benchmark, a less-than-ideal choice is to employ an expert’s judgment (supported by detailed literature search) as an approximation of accumulated knowledge about the known portions of the underlying regulatory network.

In our study, one domain scientist performed such an evaluation. For each of the four result sets learned from the two datasets using the two proposed learning algorithms, she evaluated the top 20 learned relations with greatest confidence involving known genes/proteins. In this study, a learned relation “A activates B” was labeled “interesting” if (1) A and B were documented to interact directly or indirectly, or (2) direct interactions exist between the homologs of A and B (homologs of A refer to those belonging to the same family of A). The relation was labeled “maybe interesting” if (1) indirect relations exist between the homologs of A and B, or (2) A and B are involved in similar functions or pathways. The relation was labeled “not interesting” if none of the criteria above was met. Relations involved with unknown genes/proteins were not evaluated in our study. In addition to the three categories above, if A and B belong to the same family we labeled the relation as “spurious.” In such relations, A and B do not necessarily interact with each other and the inferred relation might be spurious, reflecting the fact that a common regulator of A and B may exist. The expert’s evaluation results were validated by two domain scientists who conduct research with the microarray dataset we used and were quite familiar with the genes involved.

Fig. 2 presents the top 20 relations from the four learned gene networks that were evaluated by the domain expert. With only the top 20 relations from each learned network, we still observe some general topological differences between the MBN and MAR learning results. The networks learned by the MBN algorithm were generally sparser than those learned by the MAR algorithm. This observation is consistent with the fact that the MBN and Bayesian networks algorithm in general explicitly differentiate between direct and indirect relationships while the association rule mining algorithms do not explicitly make this distinction. We also observe that the MAR algorithm performed poorly in determining the direction of these top relations, especially for the yeast dataset.

Table 7 summarizes the expert evaluation results for the four learning result sets. Within the top 20 learned relations having the highest confidence measures using the MBN and MAR algorithms for the human and yeast datasets, the percentages of “interesting” and “maybe interesting” relations ranged from 20% to 35%. For the human dataset, the MBN algorithm learned more “interesting” relations (15%) but fewer “maybe interesting” (5%) relations than the MAR algorithm, while the MAR algorithm learned much more “spurious” relations (30% as compared to 5% by the MBN algorithm) and fewer “not interesting” relations (35% as compared to 65% by the MBN algorithm). For the yeast data set, the MBN and MAR algorithms learned similar numbers of “interesting” and “maybe interesting” relations. The MBN algorithm learned more “spurious” relations (45% as compared to 0% by the MAR algorithm) and fewer “not interesting” relations (35% as compared to 75% by the MAR algorithm). The results indicate that neither of the two algorithms outperformed the other for both datasets based on the expert’s evaluation of the top 20 learned relations.

Table 8 lists the details of the “interesting” relations identified in the top 20 learned relations from the four result sets. One observation is that the interesting relations learned using the MBN and MAR algorithms did not overlap. In this sense, the two algorithms are complementary. By analyzing the learning results of the
Fig. 2. Top 20 relations with the greatest confidence involving known genes/proteins. Genes are labeled with accession IDs; undirected relations are presented as bidirectional arrows; arrowhead shapes denote relation type: open—activation, tee—inhibition; arrow labels denote evaluation results: I—interesting; M—maybe interesting; N—not interesting; S—spurious.
Fig. 2 (continued).

(c) Yeast dataset - MBN algorithm

(d) Yeast dataset - MAR algorithm
two algorithms using the six simulation datasets, we found that significant portions of the matched relations learned by the two algorithms are consistently different. For example, within the two sets of the exact-match relations learned from the 80-sample dataset of 200 genes (98 learned using the MBN algorithm and 101 learned using the MAR algorithm), only 42 relations appear in both sets. Within the two sets of the exact-match relations learned from the 40-sample dataset of 200 genes (90 learned using the MBN algorithm and 57 learned using the MAR algorithm), only 22 relations appear in both sets.

Although the learned relations could potentially help researchers propose new hypotheses that might eventually lead to new discoveries of gene regulatory relations, the relatively low percentages of the interesting relations indicate that the microarray technologies may not be ready to generate high-quality data to facilitate construction of large-scale regulatory networks from experimental data. New experimental technologies need to be developed to directly measure activity levels of the genes and other relevant entities such as proteins and small molecules. New network learning algorithms or further customization on existing algorithms are also needed.

5. Conclusion and future directions

In this study, we examined two algorithms for large-scale regulatory network learning: a modified Bayesian network algorithm (MBN algorithm) and a modified association rule mining algorithm (MAR algorithm). We conducted two types of evaluations to assess the practical value of these two techniques in helping researchers analyze large amounts of gene expression data. The simulation-based evaluation results indicated that the two techniques could infer about 20% of the relations in pre-defined network models. If directionality and relation type were not considered the two algorithms could infer about 50% of the relations in the actual models. Our simulation experiments also showed that both modified algorithms consistently outperformed unmodified Bayesian network learning and association rule mining algorithms across all simulation datasets, confirming that the modifications we had made on both algorithms partly alleviated the dimensionality problem of using microarray data for regulatory network learning. Empirical evaluation results showed that the top relations learned by the two proposed algorithms contained 20–30% “interesting” or “maybe interesting” relations that had potential as experiment hypotheses for

### Table 7

**Expert evaluation results**

<table>
<thead>
<tr>
<th>Category</th>
<th>MBN_human</th>
<th>MAR_human</th>
<th>MBN_yeast</th>
<th>MAR_yeast</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interesting</td>
<td>3 (15.0%)</td>
<td>1 (5.0%)</td>
<td>3 (15.0%)</td>
<td>4 (20.0%)</td>
</tr>
<tr>
<td>Maybe interesting</td>
<td>3 (15.0%)</td>
<td>6 (30.0%)</td>
<td>1 (5.0%)</td>
<td>1 (5.0%)</td>
</tr>
<tr>
<td>Interesting or maybe interesting</td>
<td>6 (30.0%)</td>
<td>7 (35.0%)</td>
<td>4 (20.0%)</td>
<td>5 (25.0%)</td>
</tr>
<tr>
<td>Not interesting</td>
<td>13 (65.0%)</td>
<td>7 (35.0%)</td>
<td>7 (35.0%)</td>
<td>15 (75.0%)</td>
</tr>
<tr>
<td>Spurious</td>
<td>1 (5.0%)</td>
<td>6 (30.0%)</td>
<td>9 (45.0%)</td>
<td>0 (0.0%)</td>
</tr>
</tbody>
</table>

### Table 8

**Interesting relations from the expert evaluation results**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Algorithm</th>
<th>Accession Id1</th>
<th>Gene1</th>
<th>Accession Id2</th>
<th>Gene2</th>
<th>Direction</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
<td>MBN</td>
<td>AA598794</td>
<td>connective tissue growth factor</td>
<td>AA076645</td>
<td>RAB21, member RAS oncogene family</td>
<td>yes</td>
<td>activation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AA668595</td>
<td>PIG3</td>
<td>R39356</td>
<td>p53</td>
<td>yes</td>
<td>inhibition</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R32952</td>
<td>S100P</td>
<td>AA401137</td>
<td>LCN2</td>
<td>yes</td>
<td>activation</td>
</tr>
<tr>
<td></td>
<td>MAR</td>
<td>R62612</td>
<td>fibronectin 1</td>
<td>AA936799</td>
<td>MMP2</td>
<td>no</td>
<td>activation</td>
</tr>
<tr>
<td>Yeast</td>
<td>MBN</td>
<td>YML027W</td>
<td>YOY1, Homeodomain protein that binds leu-RNA gene</td>
<td>YDL003W</td>
<td>Mitotic Chromosome Determinant</td>
<td>yes</td>
<td>activation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>YML027W</td>
<td>YOY1</td>
<td>YPL256C</td>
<td>role in cell cycle START</td>
<td>yes</td>
<td>activation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>YKL164C</td>
<td>PIR1</td>
<td>YNL327W</td>
<td>EGT2</td>
<td>yes</td>
<td>activation</td>
</tr>
<tr>
<td></td>
<td>MAR</td>
<td>YMR001C</td>
<td>CDC5</td>
<td>YLR131C</td>
<td>ACE2</td>
<td>no</td>
<td>activation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>YMR001C</td>
<td>CDC5</td>
<td>YGR108W</td>
<td>CLB1</td>
<td>no</td>
<td>activation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>YGR108W</td>
<td>CLB1</td>
<td>YLR131C</td>
<td>ACE2</td>
<td>no</td>
<td>activation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>YMR001C</td>
<td>CDC5</td>
<td>YMR032W</td>
<td>CYK2</td>
<td>no</td>
<td>activation</td>
</tr>
</tbody>
</table>

a ‘Yes’ means the direction of the learned relation is from gene1 to gene2, while ‘no’ means the direction of the relation is uncertain.

b Similar to S. pombe RAD21; may function in chromosome morphogenesis from S phase through mitosis.
further investigation. Our general conclusion is that regulatory network analysis on microarray data can capture large portions of underlying regulatory structures. The empirical results also indicate that specialized microarray experiments need to be conducted to rigorously evaluate the effectiveness of regulatory network learning from microarray data.

In our future research, we will perform formal analysis of the effect of the modifications we have introduced to the Bayesian network learning and association rule mining algorithms. We will perform large-scale simulations to further verify the robustness of the network accuracy performance measures we have reported in this paper. We will also assess other network learning techniques to study their performances in learning large-scale genetic regulatory networks from microarray data. Our general objective will be analyzing different algorithms using simulation datasets and real experimental datasets to provide systematic practical guidance for learning large-scale regulatory networks from microarray data. A longer-term future direction of this work is to assess the real value of the large-scale rough genetic regulatory networks learned from small-sample-size gene expression data by systematic long-term user studies that involve researchers using such networks in their daily research activities. Another important practical extension of our research is to integrate the core algorithm development into an interactive gene regulatory network analysis and visualization system, which allows the users to input microarray datasets and manipulate the learning algorithms and results by interactively setting the domain-dependent algorithmic and visualization parameters.
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